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and frictional dynamics. This paper limits consideration to non-contact tasks and

therefore the focus is on domain shift errors caused by image simulation and depth

image simulation in particular.

In this paper, we propose an approach to transferring visuomotor control poli-

cies learned on simulated depth data to real world observations. The key idea is to

reduce the gap between simulation and reality by augmenting the simulated data

used to train the system with a small amount of real robot data. Each piece of real

robot data is paired with a piece of simulated data that corresponds to the same

robot state. We train the neural network using a loss function that has two terms:

a task loss that encodes the desired robotic behavior and a pairwise loss that pe-

nalizes networks that do not represent real and simulated data the same way. This

paper makes two contributions relative to prior work: 1) we propose a neural net-

work architecture that combines the pairwise loss approach to domain transfer with

a pixels-to-torques controller; 2) we characterize the method for depth image data

rather than for RGB data. Unlike [6] which uses the pairwise loss function as part

of the state estimator and only explores single task instances, our approach learns

controllers that can solve “category level” manipulation tasks where object shape

and size varies from one instance of the task to the next. We find that the approach

can work well even when the real data is produced in a simplified version of the

actual robotic scenario that is experienced at test time. This paper complements a

variety of recent literature on the subject including work that uses “domain random-

ization” of simulated images to affect better transfer to reality [5] and work using

GANs to affect the transfer [1]. In contrast to that work, the approach followed here

is simpler than GAN-based approaches and more relevant to depth data than domain

randomization methods.

2 Technical Approach

We learn a pixels-to-torques controller that takes depth images as input and outputs

manipulator displacements. The controller is based on a method proposed in our

prior work [7] where we estimate a distance function with respect to a goal state us-

ing a neural network. Given an image and a candidate manipulator displacement, the

distance function predicts expected distance-to-goal on the following time step. We

select a manipulator displacement by sampling a set of candidate displacements and

selecting the one that is predicted to move closest to a goal. Essentially, this method

learns a value function over the cross product of observation and action (depth image

and manipulator displacement). However, instead of using reinforcement learning,

we train the neural network directly by using supervised learning with distance tar-

gets produced by our simulator. Specifically, we create a dataset by sampling from

a space of possible task scenarios and initial conditions. For each sample, we sim-

ulate the depth image that would be observed and calculate distance-to-goal after

performing the associated displacement.

This paper characterizes a domain transfer technique based on the following loss

function (similar to what was originally proposed in [6]):
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be in the object category used for training.) For example, the “Category 1” results

shown as the far left of Figure 5 show performance for each of the five domain trans-

fer methods evaluated on four different test objects (water, 2-gal, peanut, and 1-gal).

The top of Figure 5 show L1 test loss of the learned network (lower is better). The

bottom of Figure 5 shows the success rate of the end-to-end controller (we define

“success” to occur when the cap final position is within 1cm of the position of the

bottle top). Each bar is an average of 20 trials (higher is better).

4 Main Experimental Insights

The five bars at the far right of Figure 5 labeled “AVG” summarize the compari-

son. Each bar (i.e. each domain transfer method) is an average of all experiments

for that domain transfer type. This illustrates a few key results. First, the domain

transfer method using our proposed task-pairwise loss function does best overall

(lowest loss, highest task success rate). Second, the method using only real images

does worst, probably because we do not train on enough different objects to facil-

itate generalization to novel objects. Third, training using only simulated images

does pretty well ( 54% success rate): not quite as well as we can do using our pro-

posed method ( 70% success rate), but not nearly as bad as training on only real

data. Overall, we conclude that training visuomotor policies for category-level tasks

in simulation is a promising approach, and that by collecting a small amount of la-

beled real data in simplified scenarios and using the pairwise loss, we can improve

performance on real systems.
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